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ABSTRACT

A means toea® selectiy prefered music eferred to as
Personalized Automatic Track Selectim (PATS) has been
develomd. PATS gereratesplaylists that sit a particular context-
of-use, that s, the real-wald ervironment in vhich the music is
heard.To createplaylists, it uses adynamic clustering methoih
which songsare grouped basedon their attribde similarity. The
similarity measue selectively weighs atibute-values, as not all
attribute-valuesare equally impatart in a conext-of-use. An
inductive learning algorithnis usedto reveal themostimportart
attribute-valuedor a context-of-use from prefence feedback of
the user. In acontrolled user experimert, the quality of PATS-
compled and randomly assemled playlistsfor jazz music was
asessedin two contexts-of-us. The quality ¢ the randonly
asembledplaylistswasusedasbase-line. Tk two contexts-of-us
were ‘listening to soft musc’ and ‘listening to lively music’.
Playlist quality was measred ty precison (songs that siti the
context-of-use), coverage (songs that siti the context-of-use but
thatwerenat already contaied in prevous playligs) and arating
soore. Resultsshowed that ATS playlists cortainedincreasngly
more peferred masic (increasngly higher precison), covered
more prefered music in the collectiom (higher coverage), and
were ratechigherthan mndomly asembled playlis.

1. INTRODUCTION

So far, music player furctionality that has keen @signedfor
accesimg andexploiting large personal music collectiors aimsat
providing fast andaccurate ways to retieve elevant mu. This
type of acces generallyrequires well-defined targets. Musc
listerers needto instartaneosly ass@iate atists andsorg titles
(or even CD andtrack numbers) with maic. This isnotan eay
taskto do, since titles and artists ar®t necesaiily learnt together
with the music [8]. In our view, selecting music from a large
persmal mwsic cdlectionis betterdescribecasa searcHor poorly
defined targts These targts are poorly defired sirce it is
reasomble to asume tlat music liseners have na-priori mager
list of prefered songs for eery listering intention, lack precise
knowledgeabaut the music, ar canna easly expresstheir musc
preferenceon-thefly. Rather, choice fa musc requreslistening
to brief musical mssages teecgnize the muie before beig ade
to express a prefercefor it.

If we take mug progmammirg on current mus (jukebox) players
as an example, it allas playing apersomlly created tempral
seqienceof songsin one go, once th playlist @ program has
beencreated. The creatioof a playlis, however,canbe a time-
corsumirg choicetask.lt is hard toartive atan gtimal daylist as
musdc has persoml appealto the listener ands judged on mary
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Slbjective critera. Also, @timality requres a complete and
thorough examinatiorof all available mus in a collectim, which
is impracticalto do so Lastly, music progammirg corsists of
multiple serial mudc choices that irfluence eachother; chace
critefia pertain toindividual ngsas well as already selected
chdces. A mears to ease andspeedup thHs musc selection
proces could be of much help to the music lister. PATS
(Persanalized Automatic Track Selectiof is a featurefor musc
players that auomatically creates playlistsfor a particular
listeing occa®n (or context-of-use) with minimal user
intervention[7].

This paper presentgshe realization of PATS ard the resuts of a
cortrolled userexperimert to asessits performarce. PATS has
beenrealizedby a decentralized andlynamic clster algrithm
that contirually groups sags usilg an attribute-value-based
similarity meaare. A song refers ta recordegberformarce of an
artist as can be fodnas atrack on a CD. The clusering on
similarity adheres to the listers wish of coherert musicin a
playlist. Since it is likely that thicoherence i®asedon particular
attribute values of the Bgs, some attribute values contribue
more tharothers inthe compitationof thesimilarity by the useof
weights At the same time, the dtering allowsgroups of sorgs
to disolve to form new groups This concept adheres to the
listerers wish o varied mic within a playlis and over time.
Clusters are psntedto the musc listenerasplaylistsfrom which
the listerer can removesongs that daot meetthe expectatias of
what a playlist shoud contain. An inductive learnig algorithm
bagd on decison treesis then employedthat tries to reveal tke
attribute values that might plain theremovalof songs. Weights
of attribute values aradusted accadingly, and the clustering
cortinueswith these new weightaiming at providing bettefuture
playlists.

2. PATS: EASY WAY TO SELECT MUSIC
Some wialy used terms suchas context-of-useand musc
preference eed futher clarification. Also, wetell what we mean
with minimal ugr intervention andexplain the requirementsfor
PATS.

2.1 Context-of-use

We defire context-of-use asthe real-wald environmentin which
the musc is heard, beig it a party, romantic evenig or the
traveling by caror train. The ge of ths corcept is tlought tobea
powerful garting point for creating gplaylist or asan organizing
principle for a music collectip.

In every-day language, the ternmsusic preference and musical
taste are inuitively meanimgful and apparentlyself-evident.They
are interchageally used toreferto the sameconcep. We makea
digtinction betweenthe twq following the definitions asgiven by
Abeles [1]

Musical taste is defed as goerson’s slowly evolving long-term
commitmen to a particular music idim. Its developmen is
assimed to depend on the cultural environmdn the major
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consensus [3], peer gpprova, musical training [4], age as an
indirect factor [5][11] ard other personal characeristics Personal
music acquisition behavior over time is likely to represent the
development of aperson’s muscal taste.

On the othe hand, musc preference is defined as a person’'s
temporary liking of particular music content in a particular
context-of-use. It is instantaneous in nature and subordinate to the
musical taste of a person. Music is deemed to be preferred if its
musical features suit particular activities, moods or listening
purposes. Therefore, the context-of-use is supposed to produce
constaints and opportunities for what music is peferred. It ses
what kind of music should be selected and wha kind of musc
should berejected. North and Hargreaves [10] showed that music
preference is associated with the listening environment and that
peaple prefer to use differernt de<criptors for music to be listered
to in different environments. For instance, music for a dance party
sets up desirable and undesirable criteria on tempo, rhythmic
structure, musical instrumentation and performers, which are
likely to be different for a romantic evening, for dull or repetitive
activities or for car traveling.

However, an indefinite number of contexts-of-use may exist; they
all produce different criteria for preferred music. In addition, the
paticular experience to listen to given mudc does not need to be
the same in similar contexts-of-use or a given context-of-use is
unlikely to be best provided with exactly the same musc, over and
over agan. In other words musc preference changes over time.

2.2 Interactive control of PATS

When using PATS, the link between a context-of-use and a
playlist is established by choosing a single preferred song tha is
used to set up a complete playlist. Thus, mudc listeners only have
to select a song that they currently want to listen to or that they
prefer in the given context-of-use. This selection requires minimal
cognitive effort as it may be the result of habitual behavior or
affect referal. People may choosea song tha is dhosen dways in
a similar context-of-use, that was selected last time in a smilar
context-of-use, or that was given much thought lately.

After selecting a song, PATS generates and presents a playlist,
which includes the selected song and songs that are similar to the
selected one. While listening, a music listener indicates what
songs in the playlist do nat fit the intended context-of-use. As
only adecision of rejection is needed for asmall number of songs
this task makes only a small demand on memory processes. This
user feedback is used by PATS  learn about music preferences
of the listener and to adapt its compilation strategy for future
playlists. If the system adapts well to a listener's music
preferences, user feedback is no longe required. Moreover, PATS
does nat require any ather user control actions.

2.3 Requirements

Idedlly, PATS should make musc choices tha would have been
made by the music listener in case no PATS wes available.
Therefore, it uses atribute information of music on which human
choice is largdy based, and generates playlists that are both
coherent and varied.

Jazz was chosen a a music domain in this longterm research
project, as jazz contains a variety of well-defined gyles or time
periods serving a diverse listening audience and its gppreciation is
largely insensitive to temporarily prevailing rmusc cultures and
movements.

2.3.1 Attribute representation (reta-data) of musc

Music listeners use many different musical attributes for their
musc choice. Tadking @out and judging popular and jazz musc
in terms of musicians, instruments, and music styles is common. It

is therefore reasonable to repreent songs as a colledion of
atribute-value pairs (meta-data). We have created and collected
an attribute representation for jazz music of 18 attributes, in total.
Ther vdues were primarily extracted from CD booklets,
discographies, books on jazz rusic education and training, and
systematic listening. A listing of dl attributes and an instance is

given in Table 1.

Table 1 Attribute represntation for jazz nusic.

Title Title of hesong ‘All blues’
Main artist Leading performer/band | Miles Davs
Album Title of albun ‘Kind of blue’
Year Yea of release 1959
Style Jazzstyke or era postbop
Tempo Global tempoin bpm 144
Mussicians List of musicians Miles Davis, John
Cdtrane, Gmonlall
Adderley, Bill Evans,
Pau Chamters,
Jimmy bb
Instruments List of ingruments trumpet, teor
saxghone, alb
saxghone, par,
double bass, dnns
Ensemble strengh | No. mwidans 6
Sdoists Soloing musicians Miles Davis, John
Cdtrane, Gimontall
Adderley, Bill Evans
Composer Conposer ofthe sang Miles Davs
Producer Producer of the sog Teo Maem, Ra
Moore
Standard/Classic Sandard or classt jazz | Yes
song?
Place Recordng place New York
Live In front of a live | No
audience?
Label Recordcompany CBs
Rhythm Rhythmic foundation 6/8
Progressin Melodic/harmanic modal
develogment

Results of a focus group study showed that the set of atributes
and their valuesis sufficient to express reported prefererces for
jazz music. In this study, participants were instructed to assort a
set of 22 jazz ongsinto a preferred and rejected category and
verbaize their decisions. Many of the criteria dicited could be
expressed as alogica combination of atribute-value pars.

2.3.2 Wish for coheence

Cohererce d aplaylist refers to the degree of homogereity of the
musc in aplaylist and the extent to which individud songs are
related to each other. It doesnot solely depend on some similarity
between any two songs but dso depends on dl other songs in a
playlist and the conceptual description a music listener can give to
the songsinvolved.

Coherence may be based on asimilarity between songssuch asthe
sharing of relevant attribute values. When choosing music, music
listeners tend to focus on relevant atribute values for reducing the
availade choice set of songs ard for making different songs
comparable. This includes eiminating songs with less relevant
atributes vaues and retaining aly the ones with the more
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relevant atributes values. Choice on the basis of éimination is a
common drategy in every-day choice taskg[13]. Far ingance, a
music choice drategy is to first reduce the choice set by
eliminating those songs that do not belong to a particular music
style or in which a particular musician did not participate, before
continuing further search.

2.3.3 Wish for variation

Variation refers to the degree of diversity of songsin an individual
playlist and in successive playlists. It contradicts the requirement
for coherence Varaton is a psychological requirement for
continual music enjoyment by introducing new musical content
and making the outcome unpredictable. It produces surprise
effects at the music listener such asthe re-discovery of ‘ forgotten’
musc.

As music preference changes over time, the most elemertary
requirement is that not exactly the same music should be
repestedly presented for a given context-of-use. Also, music
within a playlist should be varied as the expeience of each
additional song in a daylist may decrease if it contains features
that are already covered by other songsin the list.

2.4 Realization

PATS makes use of a two-step strategy in interaction with the
user. Frst, sngs ae clustered based on a similarity measure tha
selectively weighs atribute vdues of the songs Clusters are
presented as playlists to be judged by the user on auitability for a
desired context-of-use. Second, an indudive learning algorithm is
used to uncover the criteria on attribute values that pertain to this
judgment. The weights of the atribute vaues involved ae
adusted accadingly for acapting the clustering process.

241 Smilarity measure

If it is known that a set of songs is preferred (or fit a given
context-of-use), thenit is likely that preference @an be gereraized
to other songs based solely on the fact that they are similar.
Although a smilarity measure may not provide al explanatory
eviderce for stating prefererce, it is an essertiad componert for
providing same choice structure amongst sangs. The usdl
similarity between songs is based on a weighted sum of their

attribute smil arities.
Let = 1 , N denote the music collection containing N
songs Eachsong ;T isrepreserted by an arbitrary ordered set
of K valued dtributes | = 3 = where | refers to

the name of the attribute. A song is then represented by a vector
iT i iz ik - Inour ca®, the domain of an attribute can

be nomind, binary, categorical, numerica or set-oriented. For
notationd convenience, the vdue of V. =(v. v , ,v )is
itself avector of length ;. For most atributes, ; = , except
for set-oriented attributes since they represent the list of
participating musicians or the instrumentation as found on a
mugca recording. Likewise, non-negative weight vectors
W =(w w , ,w ) are associated with each dtribute

xand eech song ;. These weights measure the relevance o an
atribute value in the computation of the simil arity between songs.
For nomind, binary or categorical attributes such as titles, person
names and music genres, the dtribute smilarity s(v ,v ) is

either 1 if the atribute values are identica, or O if the values are
different. More predsely,

1
———
-

For numeric attributes such & the globd tempo in beats pe
minute or year of release, the attribute similarity s(v ,v )isone

minus the ratio between the absolute vdue and the total span of
the numerical atribute domain. More precisely,

The similarity measure S(o ,0 ) between ong ; ard o is then

the normalized weighted sum of dl involved atribute smil arities.
Its value rangesbetween0 and 1. More redsely,

o O ) o O
S(o,o):aaw sV o,vo), Wlthaa w =1,

where K is the nunber of atributes, ;. is the number of values
for atribute | , and s(v ,v ) denotes the atribute smil arity
of atribute | between song ; ard o .

Note tha the simil arity between any song and itself is identical for
dl songs ad is the maximum possble (i.e,
S(o,0 )£ §0,0)=50 ,0 )=1). Thisis evident snceit is

unlikely tha a song would bemistaken for ancther.

Also, note tha the dmilarity measure is asymmetric (i.e,
S(0,0)! S(o ,0)) because each song ha its own set of

weights Asymmetry in dmilarity refers to the observation that a
song ; is more smilar to asong o in one context, while it is

the other way around in ancther context. It can be produced by the
order in which songs are compaed and whet song ats as a
reference point. The choice of a reference point makes attribute-
values that are not pat of the other song of less concern to the
similarity computation. Musc that is more familiar to thelistener
may act as such areference point. Then, for instance, mudc from
relaively unknown atists may be judged quite smilar to music of
well-known artists, whereas the converse judgment may be nat
true

24.2 Cluster method

The simil arity measure governs the grouping d songsin a cluster
method. Cluster methods are traditiondly based on optimizing a
unitary performance index such @ maximizing the mean within-
cluger smilarity. We have however the two-edged objective to
group songs adhaing both to the wish for coherence and to the
wish for veriation. The wish for coherence can be seen as
maximizing within-cluger similarity, wheeas the wish for
variation should rather decrease this within-cluster similarity. To
meet these contrasting requirements, a decentralized dustering
approach is used in which the clugering is established a the
locality of each individud song with little externd main control of
theglobd clugering process.

In this gpproach, songsare placed in atwo-dimensional Eudidean
space of a finite dze. The nunber of dimendons is arbitrary.
Songs move around in discrete time steps at an initially randamly
chosen velocity. For that, a song ha been augmented with
pasition and velocity coordinaes. Basically, a each time step, a
randamly chosen song ‘senses’ whether of not any other songis in
its nearest vicinity. Vicinity is defined as the area tha is contaned
in a given drcle centered & a song'’s current pasition in Eudidean
distance sen=e. Vicinity checking has been realized by a congant
time agorithm based on a spatial dimination technique known &
the secor method. If the current song finds another song in its
nearest vicinity, the similarity between the current song and the
other is computed. This similarity vaue is used as a probabil ity
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measure to determine whether or nat the current song groups with
the other. Grouping can be seen as a one-way ‘following’ relation:
each song groupsonly with one other song thaugh multiple songs
can group with the same song. It means tha the current song
adjusts its velocity to the velocity of the other song such that they
stay close to each other in the two-dimendond space. It aso
implies that the grouping of the current song with another can
have as side-effects tha (1) a previous grouping in which the
current song was involved will be broken and (2) the songs that
‘follow’ thecurrent ong are also indirectly involved.

From a globd perspective, dusters are formed by the grouping
mechanism and disolved by the breaking up of groups (see
Figure 1). Since thesimil arity measure selectively weighs different
atribute values of the songs clusters of songs arise that have
severa didinct atribute vaues in common. This is deemed to
adhere to the wish for coherence. Since the content of a cluster
varies continually in time, thisis deemed to adhee to the wish for
variation.

Eventudly, when the user selects a preferred song, the cluger in
which this song is contaned is presented a a playlist. Special
measures in the dustering process are taken to preclude clugers
from becoming too big.

*Sophisticated| lady’
B;ﬁm Holiday

‘Body & soul’ ‘
Billie Holiday
Don’t explain’
‘ Gahrle\lx (u odian

'vocal jazz’

"The sundon’t lie®
\iarcu\ Milfer

Slang o{ern un azz’
Brecker Brus Tutu’
Mll Davis
“Stella by starlight” ‘
‘Eun Fitzgeral

*She’s 100 good 1o me’
- / Chet Baker

‘ *You don’t know what love is’
Chet Baker
*Enll Nel mn

Miles Day
"Litile
H:f]m. H:mwuk

/ an\d midnight”

Herb:. Hancock
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Chick Corea, ngrbm Hancock

“Stella by starlight’
Keith Jarrett “Silence’
Keith Jarrett

Figure 1. An ided cluster result of songs that may represent a
playlist suiting a particular context-of-use for listening to
‘vocal jazz', ‘modern funky jazz’ or ‘easy pianojazz’ (duster
labels are added manually). Songs are represented by
differently cdored (or shaded) marbles Similar songs have
similar colors (shadeg. The linesconnecting these marbles
represent the gouping of songsin acluster. The line width
denotes the similarity between two sangs.

2.4.3 Indudivelearning

User feedback condgsts of the explicit indication of songs in a
playlist tha do nat fit the intended context-of-use. In thisway, it
is known what songsin the playlist are preferred and what songs
are regjected. An indudive learning dgorithm beased on the
construction of a decision tree is used to uncover the attribute
values tha assort songsinto the categories preferred and rejeceed.

A decision tree is incrementdly congtructed by a greedy, non-
backtracking search dgorithm in which the search is directed by
an dtribute selection heuristic. This heuristic is based on loca
information about how well an atribute patitionsthe set of songs

(i.e., the current playlist) into the two categories uncer its values.
Only atributes tha are nat dready present in the pah from the
root to the current point of investigation are conddered. The
incrementd nature of the process is characterized by replacing a
leaf of thetree unde construction by anew sub-tree of depth e
This sub-tree condsts of a node, which carries an attribute that
provides the best possible categorization, and branches that
represent the patitions dong the vaues of the attribute This
process is continued urtil patitions contan only songs of one
category or no more songs are left. If no more attributes are left
while the current leaf gill contains preferred and rejected ongs
the decision tree is indecisive for the songs involved. The
constructed tree then contains interior nodes and bianches
specifying attributes and ther values dong whid the songsin the
playlist were originaly patitioned into the categories preferred
ard rejeced (see Figure 2).

‘fashionable dance music” ‘piano with a small ensemble”

release

<= 1982 > 1082 piano otherwise

0 preferred Gpreferred
et Ryt | st
fwise V &

5 preferred 0 preferred 6 preferred 0 preferred
0 Tejected 2 rejected 0 rejected 2 tejected

Figure 2. Decision treesto uncover the atribute valuesthat
assort songsinto the categori espreferred and rejectedfor
‘fashionable dance music’ and ‘piano with a small ensemble’.

Given adecision tree, the categorization of asong garts at the root
of atree. Attribute vaues at the branches of the tree are compared
to thevaue of the corresponding attribute of thesong. A branch is
then taken tha is appropriate to the outcome of the comparison.
This comparison and branching process continues recursively
until aleaf is encountaed a which time the predcted caegory of
thesong isknown.

Decision tree construction algorithms differ in thetype of heuristic
function for attribute selection and the branching factor on each
interior node We have experimented with four different
adgorithms: ID3 [9], ID3-1V [9], ID3-BIN that is a variant of ID3
with abinary branching factor and INFERULE [12].

Basicaly, the ID3 family of agorithms uses a heuristic that is
based on minimizing the entropy of the set of songsby selecting
the atribute tha makes the categories least randomly distributed
over the disjoint partitions of the set dong its vdues. In ather
words, it selects the atribute tha has the highest information gain
(ratio) heuristic when used to partition a set of songs Ontheother
hand, theINFERULE dgorithm uses arelative goodness heuristic
that selects an atribute value such tha the category distribution in
the resulting partitions differs considerably from the origina set.
This heuristic is especially useful if the avail able attributes are nat
sufficient to discern category membership for a given song [12].
This is dso typical for our categorization problem for it is very
unlikely that the set of mudc attributes used will cover the whole
repertoire of musc preferences. Since this heuristic condders
atribute vaues instead of attributes, the result is abinary decision
tree.

All dgorithms were augmented with strategies to deal with
attributes tha are nat nominal such as nuneric atributes and set-
oriented attributes, strategies to deal with missing atribute values,
cases of equd evaludion of atributes (value) unde the atribute
selection heauristic and cases of indecisive leaves.

The four dgorithms were assessed on ther categorization
accuracy and the compactness of theresulting decision tree usng
data sets of 300 jazz ngs pre-categorized by four paticipants
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and using training sets of different dze to construd the tree.
Categorization accuracy was defined as the percentage of songsin
the complete daa set tha were correctly categorized as being
preferred or rejeced Compactness was defined as the proportion
of leaves tha would beobtaned by theleast compact decision tree
that is possible. The least compact tree is a tree of depth one that
captures each song in a separate leaf. Compact trees have been
theoretically proven to yield high categorization accuracy on
‘unsen’ daa in a probabilistic and worst-case sense [2]. This
suggests tha it is wise to favor trees with fewer leaves, because
these trees are supposed to bebetter categorizers solely on thefact
that they have fewer leaves.

In short, the results showed tha both ID3-BIN and INFERULE
produced the most accurate decision trees for categorizing the data
sets as being preferred or rejected under various training set sizes.
In addition, INFERULE produced the most compact trees. 1D3
produced theleast accurate decision tree as it did na even exceed
the categorization accuracy of a smple categorizer tha randomly
stated a given song & beng preferred or rejected.

Obviously, the INFERULE algorithm was the best choice among
the four dterndives to beincorporated in the PATS system. The
input to INFERULE is the playlist in which songs are indicated as
preferred or rejected by the user. The output is a decision tree that
separates preferred and rejected songs on the basis of ther
atribute values. Weights of all songs in the collection ae now
adjusted in two stages, before the dlugering is re-started.

In the first stage, the decision tree is used to categorize the
complete musc collection into the predicted categories preferred,
rejeced ard indecisive. The latter category is required since there
can beindecisive leaves in thetree. In thesecond sage, weightsof
attribute values are multiplied by a factor in thecase of preferred
songsand divided by this factor in the case of rejeced sangs. The

factor is the multiplication of an arbitrary constant with 1/2°
where | denotes the level in the tree at which the attribute value
occurs. Theroot of thetreeis at level 1. It is assumed that attribute
values occurring higher in the tree are more relevant than attribute
values a lower regions of the tree. The weights of indecisive
songsare left undhanged.

3. USER EVALUATION

A controlled user experiment examined the qudity of PATS-
compiled playlists and randomly assembled playlists. Participants
judged the qudity of both type of playlists in two different
contexts-of-use over four experimentd sessions Playlist quality
was measured by precision, coverage ard arating score. A post-
experiment interview was used to yield supgdementary findings on
perceived usefulness of automatic musc compil ation.

3.1 Hypotheses

The qudity of PATS-generated playlists should be higher than
randamly assembled playlists irrespective of a given context-of-
use. Itis hypothesized tha

1. Playlists compiled by PATS contain more preferred songs
than randomly assembled playlists, irrespective of a given
context-of-use.

2. Similarly, PATS playlists are rated highe than randomly
assembled playlists, irrespective of agiven context-of-use.
PATS playlists should adgpt to a mudc preference in a given

context-of-use. It is hypothesized tha

3. Successive playlists compiled by PATS contan an increasing
number of preferred songs.

4. Similarly, successive PATS playlists are successively rated
highe.

Findly, PATS playlists should cover more relevant musc over
time of use than randomly assembled playlists. It is hypothesized
tha

5. Successive playlists compiled by PATS contan more distinct
and preferred songs than randomly assembled playlists.

3.2 Measures
Three measures for playlist qudity were defined: precision,
coverage and arating score.

Precision was defined as the proportion of songsin a playlist that
suits the given context-of-use. Idedlly, the precision curve should
approach 1, meaning adequée adgptation to a given context-of-
use.

Coverage was defined as the cumulative nunber of songs that
suits the given oontext-of-use and tha was nat already present in
previousplaylists. Over successive playlists, the coverage measure
is a non-decreasing curve. ldedly, this curve should gpproach the
tota number of songsin dl successive playlists, meaning nexrly
complete coverage of preferred meterial given the nunber of
playlists.

Therationde of precision ard coverageis tha it is very likely tha
musgc listeners wish a single playlist to adequately reflect ther
musc preference as well as that successive playlists cover as much
different mudc reflecting ther preference as passible.

A rating score was defined as the participant’s rating of aplaylist.
This score was defined on ascale ranging from 0 to 10 similar to
the traditiond ordina report-mark on Dutch dementary school (0
= extremely bad, 1 =very bad, 2= ba, 3 =very insufficient, 4 =
insufficient, 5 =amost sufficient, 6 = sfficient, 7 = fair, 8 =
good, 9 = very good, 10 = &cellent).

The post-experiment interview posed asingle question concerning
perceived usefulness of an automatic playlist generator (trandated
from Dutch): Do you find a feature that automatically compiles
musc for you a useful feature?

3.3 Mehod

3.3.1 Irstruction

Participants were nat informed about the actud purpose of the
experiment being a comparison between two different playlist
generation methods Instead, they were told tha the research was
aimed & diciting on wheat criteria people appraise musc. They
were informed eout the globd experimental procedures and the
test material, and prepared for the relatively high demands for
paticipation in the experiment since they had to return on four
separate days, preferably within one week.

The two contexts-of-use in the experiment were described to the
paticipants as ‘a lively and loud amosphere such as dance musc
for aparty’ ard’'a ft atmosphere such asbackground music ata
dinner’.

At thefirst day, they were asked to imagine and describe personal
instantiations of the two contexts-of-use, that is, the genera
circumstances in which the musc would be heard. Three small
tasks were intended to dlicit some desirable properties of musc
suited in one of the two contexts-of-use. In the first task,
paticipants completed a form in which they were asked to
describe wha music would be appropriate in the given context-of-
us. In the second task, they were asked to compile a playlist by
paper and pendil; they could sslect musc from alist. Conduding,
paticipants had to select a song from a list that they would
definitely want to listen to in the given context-of-use. The list
was aphabeticaly ordered by musdcians and contaned al songs
in the collection. They had to do these tasks twice for each
context-of-use separately. So, the results of these tasks were
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persond instantiations of the two different contexts-of-use, an
elicitation of the musc tha would fit the contexts-of-use and a
‘highly preferred’ song for each context-of-use.

For al four days, they were instructed to restrict ther musc
listening behavior to the instantiation of each context-of-use.
Also, the same ‘highly preferred song was used to set up a
playlist for agiven context-of-use.

3.3.2 Ireractive system

An interactive computer application was implemented to listen
and judge a playlist by using a standad mouse and a graphical
user interface. Title, and names of composers and atists of a song
were shown. Songs in a playlist were not displayed list-wise, but
were presented one-by-one. Controls for common musc play
features and for going through aplaylist were provided. Also,
buttons for indicating preference in terms of ‘good’ and ‘bad’ per
song inthe playlist were provided.

Participants were instructed how to operate the interactive system.
Information about interactive procedures to follow duiing an
experimentd session was readily available to the paticipants
during thewhole experiment.

3.3.3 Design

A factorial within-subject design with three independent variables
was applied. The first independent vaiable playlist generator
referred to the method used for musc compilation, tha is, PATS
or random. The second independent variable context-of-use
referred to the two pre-defined contexts-of-use, tha is, soft musc
and lively music. The order in which the levels of context-of-use
ard playlist generator were gpplied was counterbdanced. The
third independent variable session refered to the four
experimentd sessions in which playlists were listened to in a
given context-of- use. These sessions were intended to measure
adgptive properties and long-term use of the compilation grategies
in terms of changesin playlist qudity asa function of time.

3.3.4 Test material and euipment

A musc database comprising 300 one-minute excerpts of jazz
songs (MPEG-1 Part 2 Layer Il 128 Kbps gsereo) from 100
commercial CD abums served & test material. The musc
collection covered 12 popular jazz gtyles. These styles cover a
considerable pat of the whole jazz period. Each style contaned
25 songs Pilot experiments showed that the shortness and sound
quality of the excerptsdid not negaively influence judgment. The
test equipment oondsted of a SUN Spac-5 workstation,
APC/CSA4231 codec audio chip, and two Fostex 6301 B pesonal
monitors (combined amplifier and loudpeaker system).

Participants were seated behind a desk in front of a 17-inch
monitor (Philips Brilliance 17A) in a sound-poof experimental
room. They could adjust the audio volume to a preferred level.
Both the mouse pad and the monitor were positioned a a
comfortable working level.

3.3.5 Task

The task was to listen to a set of 11 songs (one-minute excerpts)
tha made up a playlist, while imagining a fixed and pre-defined
context-of-use. Due to the size of a playlist, judgments of the
songswere collected by presenting them in series. The songswere
shown one a the time. Participants only had to decide which song
did not fit the desired context-of-use, if at dl. In the process of
listening, paticipantswere allowed to compare songsfreely in any
combination and cancel any judgement dready expressed. There
were no time restrictions

3.3.6 Rocedure

Participants took pat in eight experimental sessions on four
separate days, preferably within one week. The first session started
with instrudtions and a questionnare to record persond data and
atributes. Use of the interactive system was explained and
demondrated. At each sssion, paticipants were dternately
presented aPATS and arandomly assembled playlist with a pause
in between. In four consecutive sessions, paticipants were
instructed to perform music listening tesks by conddering a fixed
and pre-defined context-of-use. At the start of every four sessions,
paticipants completed a form in which they described ther
context-of-use and wha musgc would be gppropriate in that
context-of-use. In addition, they were asked to select a song from
the music collection tha they definitely would listen to in the
given context-of-use. Both this song and the context-of-use had to
be recalled each time anew experimental session darted. A PATS
and a randamly assembled playlist was automatically generated
round the selected ong and presented to the participant. Then, a
listening and judgment task for the given playlist sarted. When
paticipants had completed a task, the interactive system weas
automatically shutdown.

After completing each judgment task, paticipants were asked to
rate the playlist just listened to, on a scale rangingfrom 0 to 10.

At theend of the experiment, a small interview was conducted.

3.3.7 Rarticipants

Twenty paticipants (17 maes, 3 femaes) took pat in the
experiment. They were recruited by advertisements and all gat a
fixed fee. All paticipantswere frequent listeners to jazz music; for
admission to the experiment, they had to be able to freely recal
eight jazz rudcians, rank them on pesonal taste and nention

number of recordings (CD dbums, tgpes) owned for each
muscian. The average age of the participants was 26 years (min.:

19, max.: 39). All participants had completed higher vocational

education. Sixteen participants played a musical instrument.

3.4 Results

Playlists contaned 11 songsfrom which one was selected by the
paticipant. This song was excluded from the daa as this song was
not determined by the system, leaving 10 ongs per playlist to
consider for andysis.

3.4.1 Recison

Theresults for theprecision measure are shown in Figure 3.

Figure 3. Mean precision(and standard error) of the playlists
in different contexs-of-use. The left-hand panel (a) shows
mean precisionfor both playlist generators (PATS and
random) in the ‘soft music’ context-of-use. The right-hand
panel (b) shows mean precisionfor both generators in the
‘lively music’ context-of-use.

A MANOVA andysis with repeated measures was conduded in
which session (4), context-of-use (2), and playlist generator (2)
were treated as within-subject independent variables. Precision
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was dependent variable. A main effect for playlist generator was
found to be sgnificant (F(1,19) =89.766, p < 00001). Playlists
compiled by PATS contained more preferred songs than randamly
assembled playlists (mean precision: 0.69 (PATS), 045
(random)). A main effect for context-of-use was found to be
significant (F(1,19) =13.842 p < 0005. Playlists for the *soft
mudc’ context-of-use contained more preferred ngs (mean
precision: 0.63 (ft mudc), 0.51 (lively musc)). An interaction
effect for playlist generator by session was just not dsgnificant
(F(3,17) = 2675, p= 0.08), wheresas, in the univariate test, it was
found to be dignificant (F(3,57) = 2835 p < 005). Further
andysis of this interaction effect revealed a significant difference
in mean precision between the fourth PATS playlist and mean
precision of preceding PATS playlists in contrast to randomly
assembled playlists (F(1,19) = 8935, p< 0.01). In other words,
each fourth PATS playlist contained more preferred songsthan the
preceding three PATS playlists (mean precision of fourth PATS
session: 0.76; mean precision of the first three PATS sessions
0.67). No other effects were foundto be significant.

3.4.2 Coerage

Theresults for thecoveragemeasure are shown in Figure 4.

Figure 4. Mean covelmge(and standard error) of the playlists
in different contexts-of-use. Recdl that covelgeis a
cumulative measure. Theleft-hand panel (a) shows mean
coveilgefor both playlist generators (PATS and random) in
the ‘soft music’ context-of-use. The right-hand panel (b) shows
mean coverayefor both generators in the ‘lively music’
context-of-use. Note the maximally achievable coverlgein four
successive playlists is 40.

A MANOVA andysis with repeated measures was conduded in
which session (4), playlist generator (2), and context-of-use (2)
were treated as within-subject independent vaiables. Coverage
was dependent variable. A main effect for playlist generator was
found to be dgnificant (F(1,19) = 63.171, p < 0.001). More
distinct and preferred songs were present in successive PATS
playlists than in successive randomly assembled playlists (mean
coverage a fourth session: 22.0 (PATS), 17.3 (random)). A main

effect for context-of-use was found to be sgnificant (F(1,19) =
13523, p < 0.005). It gppeared tha playlists for the ‘soft music’

context-of-use contained more digtinct and preferred songs(mean
coverageat fourth sssion: 21.8 (ft musc), 175 (lively musc)).

A main effect for session was found to be significant (F(3,17) =
284.326, p <0.001). More particularly, the coverage curves for all

conditions showed a sgnificantly linear course over sessions
(F(1,19) = 82268, p < 0001). Also, an interaction effect for

playlist generator by session was found to be significant (F(3,17)
= 7.602, p < 0.005). Successive playlists compiled by PATS
contained more varied preferred songs than randomly assembled
playlists. Likewise, the dopes of the coverage curves for PATS
playlists appeared to be dgnificantly higher than for randamly
assembled playlists (coverage dope 5.2 (PATS), 4.3 (randam)).
For each new playlist, PATS added five preferred songstha were

not already contained in earlier playlists. For comparison, the
random approach added four songs. No other effects were found
to bedgnificant.

3.4.3 Riting score

Theresultsfor therating score are shown in Figure 5.

Figure 5. Mean rating score (and sandard error) of the
playlistsin different contexts-of-use. The left-hand panel (a)
shows mean rating for both playlist generators (PATS and
random) in the ‘soft music’ context-of-use. The right-hand
panel (b) shows mean rating scoee for both generators in the
‘lively music’ context-of-use.

A MANOVA andysis was conducted in which playlist generator
(2), context-of-use (2), and session (4) weae treated as within-
subject independent variables. Rating score was dependent
variable. A ggnificant main effect for playlist generator was
found (F(1,19 = 85085, p< 0.001). Playlists compiled by PATS
were rated higher than randomly assembled playlists (mean rating
swre: 7.3 (PATS), 53 (random)). In normative terms, PATS
playlists can be characterized as ‘more than fair’ and randomly
assembled playlists as 'almost sufficient’. A significant main
effect for context-of-use was found (F(,19) = 12574, p <0.005).
Playlists for the ‘soft mudc’ context-of-use were rated highe
(mean rating score: 6.6 (soft musc), 6.1 (lively musc)). No other
significant effects were found.

3.4.4 Inerview

The post-experiment interview yielded relevant supdementary
findings aout the perceived usfulness of automatic musc
compil ation. Of the 20 participants, twelve participants (60%) told
that they would gopreciate and us an automatic playlist generator;
they commented tha it would easily acquaint them with varying
musc styles and atists and would be a meansto adequately cover
thar persond music collection. Two participants explained ther
appraisal by referring to easy searching in an ever-increasing
number of songs The othe eight paticipants rejected the
ussfulness of such a system. Ther main objection was a loss of
control in musc selection, thaugh me of these paticipants found
automatic playlist generation relevant for cafe's and department
stores.

3.5 Discussion

A user expeiment examined the qudity of PATS-generated
playlists and randomly assembled playlists. PATS playlists
appeared to contain more preferred songs and were rated highe
than randomly assembled playlists in bath contexts-of-use (see
Hypothesis 1). In addition, PATS playlists appeared to contan
more preferred songs that were nat aready contained in previous
playlists than randomly assembled playlists (see Hypothesis 2).
For each new playlist, PATS found five preferred songstha were
not aready contaned in earlier playlists. There were no
indications that PATS would deeriorate in finding new preferred
musc for future playlists.
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In contrast to what was stated in Hypotheses 1 and 2, ’ soft music’
playlists appeared to contain more preferred and more varied
musgc than ‘lively music’ playlists. ‘Soft music’ playlists were
aso rated higher than ’lively music’ playlists. As this context-of-
uxe effect bath ncerned PATS and randomly assembled
playlists, thetwo most likely explanations are that (1) nore ’soft
mudsc’ was appaently avalable in the mudc collection than
'lively musc’ or (2) a preference for ‘soft music’ is apparently
easier to satisfy than a preference for ‘lively music’.

The fourth PATS playlist appeared to contain one more preferred
song than the first three PATS playlists, which indicates that
PATS playlists adapted to a given context-of-use (see Hypothesis
3). However, successive PATS playlists were not rated
increasingly highe. This indicates that improvement of the
playlists was objectively measurable, though it was too small to
get noticed by the paticipants in the current experimentd design.
Participants were not told that the experiment was actudly a
comparison between two different playlist generation methods. It
is likely that they observed the playlists as coming from one
method. In addition, thetwo methods were dternaely presented
to the paticipants. To measure any perceived improvement, it is
better to explicitly oppose the methods over time.

It was found tha a more than half of the participants would use
automatic musc compilation, though it is evident tha user control
should be an essential property of any automatic feature.

4. CONCLUSION

Onee music listeners have put time and dfort to congruct alarge
persond collection of music, they should be provided with means
to organize thar music collection to ease selection later on. By
generating ooherent and varied playlists for different contexts-of-
use, PATS can oontribute to a new and pleasant interactive means
to explore and organize the ample musc selection and listening
opportunities of a large pesond music collection. The automatic
(pre-)creation and saving of playlists can also be seen as a way to
organize your musc collection auited to each possible listening
occason.

Musc listeners may use various grategies when choosing music
from a wide assortment of songsby inspecting various sources and
presentations of information. Knowing on what grounds and in
what ways music listeners like to organize and select their musdc is
essentia to the making of usable and viable produds and services
for musc listening.

4.1 PATSapplications

For demondration purposes, several research prototype musc
systems have been implemented tha have the PATS functiondity
inside. We will discuss three of them.

A version dof the open surce FreeAmp MP3 jukebox player has
been extended with the PATS playlist creation feature (see Figure
6). PATS playlists can be generated (by selecting a single song
and pressing a single button), adjusted and saved to establish a
musc organization based on the concept of context-of-use. This
player also provides accas to a free on-line service for meta-data
of CD abums. Interactive forms for the input d additiond meta-
datainformation are implemented as well.

A multi-modd interaction syle bassed on a dotmachine
metaphor[6] presents songs on four rollers that can be
manipulated by a force feedback trackbdl (see Figure 7). By
rolling the trackbdl laterally, one can hop from one roller to
ancther. By rolling the trackball forwards or backwards, one can
manipulate a single roller. A press on the trackbdl provides
spoken information about the mudc and the playback being
toggled on o off. Double-pressing the trackbdl means adding or
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Figure 6. The PAT S-erhanced FreeAmp MP3 player.

removing asong to or from a pesonally created playlist located at
thefirst, left-most roller. Each time a song on the third roller is at
the front, a samall PATS playlist is generated on the basis of that
single song and shown on the fourth, right-most roller.

“Wiiles Davia Mlins Davis

7. Freddie freloader Straight no chaser

3 Miles Davis Thelonious Mank
.................... 8. Allblues

Wiles Davis

Freddie freeloader
Miles Davis

Figure 7. The PATS dotmachine jukebox. The PATS
generated playlists are shown on the right-hand roller on the
basis of the currently selected song on the high-lightedroller.

A Philips Pronto remote control device with a modified touch
screen interface provides direct and remote access to a musc
server. This server incorporates PATS, essential features for music
playback and spoken information feedback about the music by
usng text-to-speech and languaye generation from the musc
meta-database (see Figure 8).
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Figure 8. The PATS pronto device.
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